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**1] Used data structure**

1] Rules Parser:  
  
String and Vector is used in reading Rules file and parsing them  
  
First: Rules File is read line by line, each line is read as a string and pushed in a vector.  
at the end of this stage you can get a vector of string which represents all Rules "lines"  
  
Second: There exists a class called Rule, which contain 4 vector of vector of strings and a 5th vector of integer called order  
each one of the 4 vector of string represent the type which this rule belong to  
Keywords, punctuation, definition and Expression.  
  
after detecting type of each rule, it's parsed into tokens, each token is a string, and each token pushed into a vector of that rule line and after completing the rule line, this vector is pushed back to the vector of its type which is determined before.  
  
2] Minimizer:

Unordered map, arrays, set and vectors is used in Minimization.  
  
It's used Unordered map of integer as a key to refer to the number labeled to this state and an unordered map of char key as an input which determine which state we move as an Integer as a value.  
this is the table of deterministic finite automata.

we use array of char to know all inputs we can move by them  
  
set of integer is used with iterator to get the nodes of the group which it is  
represented as a set of integer.  
  
we also use vector of char to prepare the array of used char which is the needed inputs

**2] algorithms   
and techniques used**

1] Minimization:  
  
algorithm used in minimization is different a bit of that used in lecture.  
to find minimized table we work as following:  
  
while there is not any division of group at the last iteration of next loop >>> loop again  
 while there isn't any division at searching based on input c >>> loop again  
 for each initial group g in the list of all groups

Num\_of\_group <<< find\_group\_number(first element)

add first element in group g1  
 for each element e in group g  
 if num of group of e is Num\_of\_group  
 add to g1  
 else  
 add to g2  
 replace g1 and g2 with g

building minimized table algorithm is as following:

for each group in g

num\_of\_group <<< find\_group\_number(g)  
 set a new state as num\_of\_group  
 add\_next\_states()  
  
add\_next\_states()  
 for each next state of group g for any element  
 add a next state with input c to-

the number of group this next state belongs to it

**3] The resultant transition table for the minimal DFA**

**4] THE RESULTANT STREAM OF TOKENS FOR THE EXAMPLE TEST PROGRAM**

**5] ANY ASSUMPTIONS MADE AND THEIR JUSTIFICATION**